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Objectives 
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• Identify suspicious taxpayers likely to evade tax  

• Estimate the amount of tax that could be recovered  

• Provide the suspicious taxpayer list for scrutiny, assessment and issue 

of notices and recovery 

• Compare the identified suspicious list with the actual list of confirmed 

tax evaders 

 

 

 

 



Python and open source AI Libraries and Algorithms 

▰ AI Libraries used 

▻ Sklearn 

▻ Pandas 

▻ Plotly 

▰ AI algorithms used of 
clustering: 

▻ DBSan 

▻ K-Mediods 

▻ K-Means 

▻ Silhouette scoring 
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▰ Fraud Detection 

▻ Graph based weighted MAD 

▻ Benford Analysis 

 

 

 

 



Base Data for Clustering 

▰ Identified 7 key base data fields from monthly GST return filing for correlation analysis 

▻ Total SGST Liability 

▻ Total CGST Liability 

▻ Total Liability 

▻ Total ITC available 

▰ Identified 5 major business sectors for independent study 

▻ Gold 

▻ Timber 
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▻ Total IGST ITC 

▻ Total SGST paid by cash 

▻ Total Exempt Sales 

▻ Steel 

▻ Vehicle 

▻ Textile 

 



Base Data Sample 
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Base data for Benford Analysis  

▰ Business to business invoice data from GSTR-1 return 
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Approach 
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Sector-wise 

Data 

Pre processing & 

cleaning 

Calculation of 

Pearson coefficients 

Perform Clustering 

Benford Analysis on 

clusters to classify 

suspicious clusters 

Check for offences in 

the suspicious cluster  



Activities Carried out 

 

 

 

 

▰ Step 2: Identifying important parameter 

▻ Total Sales Amount 

▻ Total SGST liability 

▻ Total CGST liability 

▻ Total Liability 

▻ Total SGST paid in cash 

▻ Total Exempt sales 

▻ Total ITC  

▻ IGST ITC 
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▰ Step 1: Identifying important sectors  

▻ Gold 

▻ Timber 

▻ Vehicle  

▻ Steel 

▻ Textiles 

 

 

 

 



Activities Carried out 

▰ Step 3 :  Extraction and cleaning of sector-wise data from 
July-2017 to Dec-2019 (30 months) 

▰ Step 4 :  Heat map analysis to identify parameter pairs 
with high overall correlation (for each sector) 
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Activities Carried out 

▰ Step 5 : Calculate Pearson’s correlation coefficient between the pairs 
identified 

▻ Calculated for all taxpayers using period wise data for 30 months 
 

▻ The Pearson correlation coefficient measures the linear relationship 
between two datasets. 

▻ It varies between -1 and +1 with 0 implying no correlation. Correlations of 
-1 or +1 imply an exact linear relationship.  

▻ Positive correlations imply that as x increases, so does y. Negative 
correlations imply that as x increases, y decreases. 
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Activities Carried out 

▰ Step 6 : Taxpayer clustering based on the correlation 
coefficients  

▻ DBSan  

▻ K-Mediods 

▻  K-Means  
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Feature Correlation Heatmap 
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Data used for clustering 

▰ Pearson coefficients were calculated form base data 

▻ Val1 =  Total sales amount vs Total sales amount   ​ 

▻ Val2 = Total GST liability Vs. Total SGST liability ​ 

▻ Val3 = Total SGST liability Vs. Total SGST paid in cash ​ 

▻ Val4 = Total sales amount Vs. Total SGST paid in cash ​ 

▻ Val5 = Total sales amount Vs. Total Exempt sales ​ 

▻ Val6 = Total Liability Vs. Total ITC ​ 

▻ Val7 = Total ITC Vs. IGST ITC 
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Sample Pearson Coefficient Data 
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Cluster Analysis on Timber Sector data 
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Cluster Analysis on Vehicle Sector data 
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Cluster Analysis on Textile Sector data 
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Cluster Analysis on Steel Sector data 
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Cluster Analysis on Gold Sector data 
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Cluster Analysis Results 

Gold Sector Cluster 1 Cluster 2 Total 

No. of 

observations 4677   78  4755 

20 

Steel Sector Cluster 1 Cluster 2 Total 

No. of observations 5434   51  5485 

Vehicle Sector Cluster 1 Cluster 2 Total 

No. of observations 3920   50 3970 
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Textile Sector Cluster 1 Cluster 2 Total 

No. of 

observations 861   22 883 

Timber Sector Cluster 1 Cluster 2 Cluster 3 Total 

No. of 

observations 5458 264  418 6140 



Activities Carried out 

▰ Step 6 : Validation of clustering results  

▻ Silhoutte score was used as a metric for cluster validation 

▻ Estimated average distance between clusters 

▻ Silhouette Coefficient for a sample is (b - a) / max(a, b) 
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Clustering Algorithm​ Timber ​ Gold​ Steel​ Vehicle​ Textile​ 

Silhouette 

score​ 

​ 

DBScan ​ 0.75​ 0.87​ 0.90​ 0.90​ 0.85​ 

K-Means​ 0.68​ 0.44​ 0.48​ 0.57​ 0.49​ 

K-Mediods​ 0.35​ 0.48​ 0.37​ 0.53​ 0.34​ 



Activities Carried out 

▰ Step 6 : Benford Analysis 

▻ Benford's law, also called the Newcomb–Benford law, is 
an observation about the frequency distribution of 
leading digits in many real-life sets of numerical data. 
The law states that in many naturally occurring 
collections of numbers, the leading significant digit is 

likely to be small. ​ 
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Benford Analysis 

▰ Mean Absolute Deviation (MAD) is the measure we used to evalute the 
conformity to Benford’s Law. ​ 

 

 

 

▰ According to research values greater than 0.012 are said to be non- conformal 
to Benfords law. ​ 
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Benford Analysis – Timber Sector 
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Cluster-1: 5458  (Conformant to Benford) Cluster-2: 264 (Suspicious) 

 

 

 

 

 

 

 

 



Benford Analysis – Timber Sector 
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Cluster-2: 418(Suspicious) 

 

 

 

 

 

 

 

 



Benford Analysis – Steel Sector 
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Cluster-1: 5434  (Conformant to Benford) Cluster-2: 51 (Suspicious) 

   

 

 

 

 

 

 

 



Benford Analysis – Vehicle Sector 
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Cluster-1: 3920  (Conformant to Benford) Cluster-2: 50 (Suspicious) 

   

 

 

 

 

 

 

 



Benford Analysis – Gold Sector 
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Cluster-1: 4677  (Conformant to Benford) Cluster-2: 78 (Suspicious) 

   

 

 

 

 

 

 

 



Benford Analysis – Textile Sector 
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Cluster-1: 861  (Conformant to Benford) Cluster-2: 22 (Suspicious) 

   

 

 

 

 

 

 

 



Usability of Model  

▰ Sector wise suspicious dealer list shall be provided to 
department 

▰ Prioritization of assessment based on results 

▰ Tuning the model to improve accuracy based on feedback 

▰ Development and integration of the AI module in GST backend 
for future analysis 
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Thank You 


